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• Trends in Data and Computing
• Data-Driven Engineering Tutorials
• Research Overview
• Conclusions
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Current Trends in Data

25 GB/hour

150,000 points/sec

51,200 GB/hr
Source: Simafore, Fortune, RTInsights, Cisco
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Current Trends in Computing

• +22% projected growth in programming jobs over next decade
•Development, QA, Analysis, Testing

Source: Data is 
Beautiful Most Popular 
Programming 
Languages 1965 - 2022
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AI to Enhance HI (Human Intelligence)

Salman Khan, TED Talk 2023

Student-Teacher 
Ratio 1:30 to 1:1

Summative Achievement Scores



AI Tutor 1:1



Generative AI for Prediction and Optimization
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Python Introduction



6⃣ 👩💻 📚 NumPy          h(ps://apmonitor.com/dde 
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https://apmonitor.com/dde
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Prompt Learning

• Help me find the error in my code without showing the answer.
• Explain each line of this Python code to a Matlab user.
• Generate a similar example.
• How can I make this more Pythonic?
• Test my knowledge of _Numpy linspace_ with a quiz.
• Summarize what we’ve discussed so far.
• Translate this Python code to Matlab.
• I’m interested in ______. Why is this important to know?
• Generate a lesson plan on _Numpy_.
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Data Import and Access



📄 Text Data Analysis  
h(ps://apmonitor.com/dde 
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https://apmonitor.com/dde
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Machine Learning for Engineers



Machine Learning Applications

https://www.javatpoint.com/applications-of-machine-learning



Machine Learning Roadmap



Data-Driven Modeling Languages



Navigate Machine Learning
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Process Dynamics and Control



Temperature Control Lab

Sensors
T (oC)

Actuator
HeatersController

apmonitor.com/heat.htm



Benchmark: Temperature Control Hardware
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Data Availability

25 GB/hour

150,000 points/sec

51,200 GB/hr
Source: Simafore, Fortune, RTInsights, Cisco

Hedengren, J. D., Eaton, A. N., Overview of Estimation Methods for Industrial Dynamic 
Systems, Springer, 2017, DOI: 10.1007/s11081-015-9295-9.
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ApplicaMon: Flight OpMmizaMon
http://prismweb.groups.et.byu.net/360/ 

https://github.com/BYU-PRISM/hale-trajectory 

http://prismweb.groups.et.byu.net/360/
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Application: Biomechanics
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41SPE-112109 Courtesy eDrilling

Application: Drilling Automation
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Physics-Informed, Data-Driven Modeling

Gunnell, L., Manwaring, K., Lu, X., Reynolds, J., Vienna, J., Hedengren, J.D., Machine 
Learning with Gradient-based Optimization of Nuclear Waste Vitrification with 
Uncertainties and Constraints, Processes, 10(11), 2365, Nov 2022, DOI: 
10.3390/pr10112365.



Model Types

Linear

Box Jenkins

Transfer 
Function

Output 
Error

ARX

ARMAX

FIR

State Space

Nonlinear

NARX

H-W PINN

Volterra

FF

LSTM
Hybrid
Models

FOPDT

Transformer Physics-
Based

Linearized 
Physics-
Based



SysID Add-on Overview

PAGE 44

pip install seeq-sysid



System Identification (SysID) Add-on

Models

Time Series

Subspace

Neural Network

Transfer 
Function



1. Select Data

2. Select Model

3. Identify

4. Push Model



Neural Network Models for Sequence Data

RNN

1986 1997 2014

LSTM Seq2Seq

2015

A3en5on
+

Seq2Seq

2017

Transformer
“Attention is all you 

need”

2018 2019 2020

GPT-1 GPT-3BERT

TFT

NLP

Time-Series

RNN Self Attention



Attention Mechanism PAG
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Transformer Architecture (Self-attention)

PAGE 49

• Short processing time

• No vanishing gradient

• Captures irregular temporal 
dependency 



Model Predictive Control (Two options)

Surrogate MPC Emulation MPC

Trained by Open-loop data Trained by Closed-loop data
Fast (No optimization step)
No online correction -  can’t guarantee the performance 



Training Data Preparation

Receding Window Snapshots
Window (w) Prediction Horizon (P)

Number of
Variables

Number of 
Snapshots
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Future of Data-Driven Control

• Short processing .me
• No vanishing Gradient problem
• Capture irregular temporal dependency 



Physics Informed Neural Network (PINN)

yNN

umeas
ymeas, 
umeas

+

Training Evaluating

Combined Loss funcRon



Physics Informed Neural Network (PINN) PAG
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PINN Off

PINN On
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